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Introduction

This Supporting Material (AM, as cited in the paper) consists of two text

files besides this file (2003JD004457-README.txt ): 2003JD004457-MODEL.txt and

2003JD004457-IO.txt, and thirteen figure files named 2003JD004457-FIGUREXX.EPS, where XX=01, 02, .. For figure 1, figure 2, ..., figure 13, respectively. 

A. Text files

1. 2003JD004457-MODEL.txt describes the basic radiative transfer model

features and gives more details about some topics that are not given (or not

fully explored) in the paper, related to all of our radiative transfer models:

old/1983 and new/2001 NASA GISS models and their corresponding application

versions, the 95-Model and the 03-Model.

2. 2003JD004457-IO.txt gives more detailed descriptions for changes of input

data and output variables that are also not given (or not fully explored) in

the paper.

B. Figure Files (in EPS)

The 13 figures are named as 2003JD004457-FIGUREXX.EPS, where XX=01, 02, .. For

figure1, Figure 2, ..., Figure 13, respectively. Their captions are as

follows.

(1). 2003JD004457-FIGURE01.EPS, Zonal, daily mean changes of wpwelling SW and 

LW at TOA and downwelling LW at surface in W/m2 for 15 July 1986 caused by 

increasing spectral resolution from 12 to 16 k-values in SW and 25 to 33 k-values in LW in the NASA GISS radiative transfer model.

(2). 2003JD004457-FIGURE02.EPS, Zonal, daily mean surface clear-sky albedo

differences (%) between the new and old GISS GCM radiation models for land,

water, sea ice and total for 15 July 1986.

(3). 2003JD004457-FIGURE03.EPS, Zonal, daily mean surface clear-sky albedo

differences (%) between the 03-Model and the 95-Model for land, water, sea ice

and total for 15 July 1986.

(4). 2003JD004457-FIGURE04.EPS, Zonal, daily mean surface clear-sky albedos

(%) in the 03-Model for land, water, sea ice and total for 15 July 1986.

(5). 2003JD004457-FIGURE05.EPS, Zonal, daily mean changes of clear-sky upwelling

LW at TOA and clear-sky downwelling LW at surface in W/m2 for 15 July 1986 

produced  by replacing Roberts' water vapor continuum absorption coefficients with those from Ma and Tipping (see AM, 2003JD004457-MODEL.txt for references).

(6). 2003JD004457-FIGURE06.EPS, Zonal, daily mean total aerosol optical

thickness at 0.55 micron wavelength for the 95-Model and the 03-Model for 15 July 1986.

(7). 2003JD004457-FIGURE07.EPS, Zonal, daily mean changes of NSa and CLR-NSa

in W/m2 for 15 July 1986 caused by changing aerosol climatology from the 95-

Model to the 03-Model.

(8). 2003JD004457-FIGURE08.EPS, Zonal, daily mean flux changes in W/m2 for 15

July 1986 produced by changing input cloud properties from area mean values to

individual cloud types for upwelling SW at TOA and downwelling SW at surface.

(9). 2003JD004457-FIGURE09.EPS, Zonal, daily mean flux changes in W/m2 for 15

July 1986 produced by changing input cloud properties from area mean values to

individual cloud types for upwelling LW at TOA and downwelling LW at surface.

(10). 2003JD004457-FIGURE10.EPS, Zonal, daily mean flux changes in W/m2 for 15

July 1986 produced by changing input cloud properties from area mean values to

individual cloud types for upwelling SW at TOA and downwelling SW at surface

with two additional changes: 1-layer, non-overlapped clouds are replaced by the

cloud vertical structure climatology and horizontally homogeneous cloud layers

are replaced by inhomogeneous cloud layers (i.e., using the final 03-Model).

(11). 2003JD004457-FIGURE11.EPS, Zonal, daily mean flux changes in W/m2 for 15

July 1986 produced by changing input cloud properties from area mean values to

individual cloud types for upwelling LW at TOA and downwelling LW at surface 

with two additional changes: 1-layer, non-overlapped clouds are replaced by the

cloud vertical structure climatology and horizontally homogeneous cloud layers

are replaced by inhomogeneous cloud layers (i.e., using the final 03-Model).

(12). 2003JD004457-FIGURE12.EPS, Zonal, daily mean changes of upwelling SW at TOA and downwelling SW at surface in W/m2 for 15 July 1986 produced by accounting for the mesoscale inhomogeneity of clouds.

(13). 2003JD004457-FIGURE13.EPS, Zonal, daily mean changes of upwelling LW at 

TOA and downwelling LW at surface in W/m2 for 15 July 1986 produced by accounting for the mesoscale inhomogeneity of clouds.
==================================================================2003JD004457-MODEL.txt

======================
1. General

     A prominent feature of the GISS radiative transfer model is that it uses

the correlated k-distribution (CKD) method to represent the spectral

dependence of the radiative transfer [for a detailed description, see Lacis

and Oinas 1991]. The CKD method is generalized from the k-distribution (KD)

method by extending it to nonhomogeneous atmospheric paths, first proposed by

Lacis et al. [1979]. In the KD method, by transforming the functional space of

the absorption coefficient (k) from wavenumber (n) space to a cumulative

probability (g) space through the intermediate k-distribution probability

density function, the original very tedious line-by-line integrations in  n-

space becomes a much smaller number of sums of exponential terms in g-space

with additional mathematical conveniences. This treatment greatly increases

the computational efficiency without sacrificing accuracy. Because the

probability density distribution of absorption coefficient strengths is

derived from line-by-line calculations (in constructing either a line-by-line-

based or a band-model-based k-distribution), the KD method implicitly

simulates spectral integration and its precision can be increased by using

more k's to approximate the line-by-line results in more detail. The KD method

also permits accurate modeling of overlapping absorption by different

atmospheric gases and accurate treatment of non-gray absorption in multiply-

scattering media.

     The KD method is strictly valid only for a homogeneous atmosphere,

limiting its usefulness for real atmospheres. This shortcoming is resolved by

the CKD method, which assumes that the k-distributions at all altitudes are

vertically correlated, though, in reality, there is some violation under some

extreme situations [for a discussion of CKD validity, see Lacis and Oinas,

1991 and Liou 2002]. As a result, the CKD method is a generalized method

that is able to treat non-gray gaseous absorption for both  solar and thermal

infrared wavelengths, thermal emission, and multiple-scattering atmospheric

processes associated with cloud and aerosol particles in vertically

inhomogeneous atmospheres (i.e., realistic "stacked" layers with varying

pressure, temperature and abundances of absorbers and scatterers). The old

1983 GISS radiation model used 12 k's for the SW (nominally 0.2-5.0 micron) flux

calculation and 25 k's for the LW (nominally 5.0-200.0 micron, including one for

a "window" wavelength: 11.1-11.3 micron) flux calculation [Hansen et al., 1983].

That model was capable of an accuracy of 1% for cooling rates (in degree/day)

throughout the troposphere and most of the stratosphere as compared with line-

by-line calculations [Lacis and Oinas, 1991]. The model calculated the

spectral dependence of the broadband, upwelling and downwelling, SW and LW

fluxes at all of the interfaces of arbitrarily specified atmospheric layers

from the surface to TOA (about 100 km above mean sea level or 0 mb).

     The old GISS radiation model and its application version, the 95-Model,

has the following features. (1) The atmosphere from the surface to TOA can be

physically divided into any  number of  layers at any pressure level so that,

e.g., physical cloud layers can be positioned precisely at any altitude and

interleaved with clear air layers just like in the real world. (2) All the

input parameters are physical quantities (not empirical representations) that

are as realistic as possible and naturally and realistically variable in each

cloud or air layer as well as at the surface. For example, each cloud layer

has its own top and base temperatures and pressures, optical thickness, and

microphysical model specified by the phase, particle shape, effective particle

size and size distribution variance. All air/cloud layers can also have their

own aerosol mixtures with different optical properties, i.e., all the

constituents and their physical properties in the model can be specified

vertically independently. (3) The corresponding output fluxes were calculated

for all the specified interfaces of the air/cloud layers, including TOA and

the surface. (4) The model is detailed and complete (i.e., no "bulk"

atmosphere, etc.); it was physically self-consistent at all wavelengths (i.e.,

SW and LW are treated using CKD method; atmospheric and surface properties are

from consistent data sources), so it can be used to diagnose/determine the

radiative heating/cooling effects of any specific physical parameter(s) and/or

structure(s) of the atmosphere, clouds and surface in a consistent way. The

self-consistency may help reduce some flux errors. (5) With improvements of

the accuracy and knowledge of all input physical quantities, as well as the

radiative transfer theory itself, the model could be relatively easily updated

to incorporate any newly available information. For example, when ice cloud

detection became feasible and better information about their properties became

available, the model was readily able to use this information.

2. Summary of the Most Important Sensitivity and Evaluation Results for the

95-Model

     Our previous sensitivity studies showed how much uncertainty appeared in

the calculated fluxes if only the uncertainty in a single input parameter was

introduced. Each test calculation with altered model or input parameter values

covered the whole globe for one particular day (average of eight times of day

for 15 July 1985) to provide a realistic range of parameter combinations.

Daily mean fluxes were compared at each map grid cell, either with the

original base values or with another calculation that had a parameter change

of the same magnitude but opposite sign. For the latter, we now report

approximate +/- or -/+ flux changes  in response to +/- changes of inputs instead of one single changes as in the work of Zhang et al. [1995] for easier

understanding. The most important (two largest) flux component uncertainties

(in W/m2) for each input variable change were as follows [from Zhang et al.,

1995, Table 2]; in each case the magnitude of the input change represents the

estimated uncertainty in that input parameter. (1) A +/- 25% change of column

precipitable water vapor (PW) caused a change of +/- 7.5 for downwelling LW at

surface and -/+ 2.5 for upwelling LW at TOA. (2) Replacement of the original 

partial background tropospheric aerosols used in the 95-Model by a distribution

of anthropogenic sulfate aerosols [Charlson et al., 1991], a decrease of the 

global mean aerosol optical thickness from 0.131 to 0.082, caused a +1.5 and 

-0.8 change of downwelling SW at surface and upwelling SW at TOA, respectively.

(3) A +/- 2 K change of near-surface air temperatures (Ta) caused a change of

+/- 8.7 and +/- 3.6 for downwelling LW at surface and upwelling LW at TOA, 

respectively. (4) A +/- 2 K change of surface skin temperatures (Ts) caused a

change of +/- 11.1 and +/- 0.9 for upwelling LW at surface and TOA, respectively. (5) Adjustment of the original seasonally-dependent spectral ratios of near-infrared (NIR, about 0.7-5.0 micron) and visible (about 0.2-0.7 micron) albedos for eight land surface (vegetation) types by regression with ERBE clear-sky upwelling SW at TOA caused a decrease of 12.6 and 9.1 for upwelling SW at surface and TOA (land only), respectively. (6) A +/- 11.4% change of cloud cover fraction (Cf) caused a change of -/+ 6.1 for downwelling SW at surface and +/- 5.2 for upwelling SW at TOA. (7) A +/- 10% change of cloud optical thicknesses (TAUc) caused a change of -/+ 2.8 for downwelling SW at surface and +/- 2.5 for upwelling SW at TOA. (8) A +/- 3 K change of cloud top temperatures (Tc) caused a change of +/- 2.8 and +/- 1.4 for upwelling LW at TOA and downwelling LW at surface, respectively. (9) Replacement of a fixed physical cloud layer thickness (difference of cloud base and top pressure = Pb - Pc = 100 mb) by variable climatological thicknesses from Poore et al. [1995], a small overall increase, increased downwelling LW at surface and upwelling LW at TOA, by 1.7 and 0.5, respectively. (10) Possible ISCCP-C1 cloud detection errors (i.e., misclassification of measured satellite radiances that produces correlated errors of +/-Cf, +/-Tc and -/+TAUc, +/-Ts and surface visible reflectivity, -/+Rs introduced a change of +/-35.0 for upwelling LW at surface and +/- 6.1 for downwelling SW at surface.

     In our previous evaluation studies, we compared both ISCCP-FC and ISCCP-

FCX with ERBE and GEBA, the First ISCCP Regional Experiment (FIRE) results

[Whitlock et al., 1990a, b], the pilot observations of the TOGA-COARE [Young

et al., 1992], and measurements at Barrow (Alaska) and the south pole. These

comparisons suggested that our flux uncertainties at 280 km and monthly scale

were as follows: for upwelling SW at TOA, a 5-11 W/m2 bias with an rms scatter of 7 W/m2; for wpwelling LW at TOA, a -1-2 W/m2 bias with an rms scatter of 4 W/m2; for downwelling SW at surface, a 10-20 W/m2 bias with an rms scatter of 10-15 W/m2; for upwelling SW at surface, about 3 W/m2 bias with an rms scatter

of 10 W/m2; for downwelling LW at surface, a bias not > 15 W/m2 with an rms scatter of 15 W/m2; and for upwelling LW at surface, 12 and 24 W/m2 combined bias and scatter over ocean and land, respectively. In summary, our 95-Model-based fluxes, ISCCP-FC, had overall uncertainties of 10-15 W/m2 and 20-25 W/m2 for regional and monthly mean TOA and surface fluxes, respectively.  

3. Solar Constant and Temporal Sampling of Cosine Zenith Angle

     Although the new 2001 GISS GCM radiation model accounts for the time

variation of the solar "constant", based on a reconstruction of solar

irradiance and UV spectral variability over the past century from Lean et al.

[2002], the daily mean TOA solar insolation in the 03-Model is specified as in

the 95-Model (i.e., the annual mean S0 = 1367 W/m2 and variations of the sun-

Earth distance and solar declination are calculated for each day). The

neglected variation of solar output amounts to < 0.2 W/m2 variation in TOA 

downwelling SW. We still use cosine solar zenith angle (Mu0) values averaged over +/- 1.5 hours centered on each time UTC = 00h, 03h, ..21h for each equal-area map grid box, but other options are used for different purposes (e.g., for ISCCP-FDX, we use an average over +/- 0.5 hours around the central time to match most surface observations that are reported as 1-hour means). As discussed by Zhang et al. [1995], producing the most accurate 3-hr-mean flux can reduce the accuracy of the daily mean flux determined from these values, especially for the rapidly varying SW fluxes at higher latitudes in wintertime where only three samples may be available. In the 95-Model, the +/- 90 minute period, inclusive, was sampled every 20 minutes to produce the most accurate average over the 3-hr

period, but this meant that the central-time point was not included in the

sample. A better compromise to maintain the accuracy of both the 3-hr-mean and

the daily mean fluxes is to average the 20-min Mu0 samples over +/- 80 minutes,

inclusive, thereby including the center time explicitly in an odd number of

samples rather than an even number of samples. Thus, the whole 24 hours of

each day is now equally sampled and the instantaneous Mu0 of the central time

is included in the 3-hr averages. The cut-off value of the Mu0 is 0.0005,

giving a precision for the downwelling SW flux at TOA better than about 0.5

W/m2, whereas in the 95-Model the cut-off was 0.001, which underestimated the

TOA SW downwelling flux by as much as 1 W/m2.

4. Spectral Resolution:

     The new GISS GCM radiation model and 03-Model have higher spectral

resolution, employing 15 (increased from 12) non-contiguous correlated k-

intervals to model overlapping cloud-aerosol and gaseous absorption for the SW

and 33 (increased from 25) non-contiguous correlated k-intervals for the LW.

In addition, the SW now incorporates distinct UVA and UVB treatments based on

off-line line-by-line calculations. The 33-k scheme for the LW is designed to

match line-by-line fluxes to within 1 Wm 2 and provides a significant

improvement for upper stratospheric cooling rates due to water vapor over the

old 25-k interval scheme [Oinas et al., 2001]. With more k spectral intervals

to treat the atmosphere and its constituents, including aerosols and clouds as

well as surface properties, the new 03-Model is expected to have higher

accuracy than the old 95-Model. The 1996 version of the HITRAN molecular

database [Rothman et al., 1998] has been used in our line-by-line calculations

of absorption in the LW for all the active gases, covering a complete range of

temperature, pressure and absorber amounts. A table of optical thicknesses on

the 33-k grid was constructed from this through an intermediary Malkmus model.

Figure 1 [AM, 2003JD004457-FIGURE01.EPS with 2003JD004457-README.txt] shows

the zonal mean flux changes due to the spectral resolution change between the

new and old models for upweling SW and LW at TOA, and downwelling LW at surface.

From our previous evaluations [Rossow and Zhang, 1995], these flux changes are

all improvements (bias reductions) with respect to more direct observations.

5. Albedo

     Figure 2 [AM, 2003JD004457-FIGURE02.EPS with 2003JD004457-README.txt]

shows the zonal mean differences of the clear-sky surface albedo for land-only

(also water-only, sea-ice-only and the total) between the new and old GISS GCM

models. 

     The spectral and solar-zenith-angle dependence of the ocean albedo for

both GISS GCM models is based on calculation of Fresnel reflection from a

surface wave-slope distribution as a function of wind speed [Cox and Munk,

1956]. Both the 95-Model and 03-Model use the same 2 m/s wind speed that is

the default value in the GISS GCM models. The effect of foam and hydrosols on

ocean albedo is now included in the new GISS GCM model [Gordon and Wang,

1994], causing a small increase (Fig. 2). The new GISS GCM model has also been

revised to account more accurately for albedos at very high solar zenith

angles. Fig. 2 also shows the zonal mean difference of the ocean-only clear-

sky surface albedo between the new and old GISS GCM models; the new GISS GCM

model increases the global mean ocean albedo by about 1%. The 03-Model ocean
albedo adopted from new GISS GCM model is generally darker than the 95-Model

ocean albedo (which was based on ISCCP-C1 oceanic reflectance that was

generally brighter than the old GISS GCM model) for smaller solar zenith

angles as shown in Figure 3 [AM, 2003JD004457-FIGURE03.EPS with 2003JD004457-

README.txt] and generally reduces the bias of our ocean clear sky albedos

compared with ERBE. But at high latitudes (e.g., south of 40 deg. S), where the

solar zenith angle is generally large, the new model has a larger ocean

albedo.

     All of our radiative models construct the total albedo for each map grid

cell as an area-weighted average of the albedos for up-to-four different sub-

cells (when present: vegetated land, ice-covered land and ocean, and open

water), where the albedo of the vegetated land is the area-weighted mean of

any of the eight types present. Snow is an added component to adjust the

solid-surface albedo. The spectral and solar-zenith-angle dependence of snow

uses the scheme of Wiscombe and Warren [1980].

     With all of the above changes, the 03-Model has a smaller global mean

total surface albedo by a little more than 1% than the 95-Model, while having

larger albedos over both polar regions. Figure 3 compares the albedos for

land, water, sea ice and total between the 03-Model and the 95-Model. In

general, these changes improve the comparison of the calculated SW fluxes with

more direct observations. Figure 4 [AM, 2003JD004457-FIGURE04.EPS with

2003JD004457-README.txt] shows the final zonal and daily mean albedos for the

03-Model for land, water, sea-ice and total for 15 July 1986, where the solar-

zenith-angle dependencies of the albedos for water, snow and ice are very

evident. 

6. Surface Skin Temperature and Emissivity

     In the 95-Model, the input surface skin temperature Ts (used as the

physical temperature) was retrieved in the ISCCP analysis from a narrowband

(wavelength about 11 micron) radiance assuming unit surface emissivity for all 

surface types and correcting for atmospheric effects. For consistency in the 

ISCCP-FC LW flux calculations, we also assumed unit surface emissivity. In the

work of Zhang et al. [1995], we speculated that there might be some cancellation

of the errors caused by these assumptions in the Ts retrieval (flux

underestimate) and the flux calculation (flux overestimate). In the 03-Model,

we use non-unit surface emissivities, which vary over the 33-k spectral ranges

in different ways for each surface type. The emissivity at 11 micron wavelength

is also used to correct the original ISCCP values of Ts, including accounting

crudely for reflected downwelling radiation which partly offsets the effect of

lowering the emissivity. Thus, the full spectral dependence of surface

emissivity, together with revised values of Ts, are now used to calculate LW

fluxes in the 03-Model. We have quantitatively tested the magnitude of the

errors of the 95-Model treatment. If the Ts retrieved using unit emissivity is

corrected for non-unit emissivity but unit emissivity is still used in the

flux calculation, upwelling LW and downwelling LW at surface increase by 2.7 and

0.3 W/m2, respectively. If Ts is not corrected but non-unit emissivity is used in the flux calculation, upwelling LW and downwelling LW at surface decrease by 2.9 and 1.0 W/m2, respectively. Thus, in the global mean, these two opposite effects of non-unit emissivity nearly cancel; however, they do not cancel so well at different latitudes. The new 03-Model now uses the non-unit surface emissivities both to correct the ISCCP values of Ts and to calculate LW fluxes.

7. Gases

     The old GISS GCM model already included all significant gaseous

absorbers (some tens of chlorofluorocarbons, hydrochlorofluorocarbons, etc.,

are integrated into several CFC's), but in the 95-Model their abundances were

fixed at either 1958 or 1980 levels [Zhang et al., 1995]. In the new GISS GCM

model, the weaker bands of H2O, CO2 and O3, as well as all absorptions by CH4,

N2O, CFC-11 and CFC-12, are now included approximately as overlapping

absorbers. Vertical profiles and latitudinal concentration gradients of CH4,

N2O, and CFC are based on the work of  Minschwaner et al. [1998]. Greenhouse

forcing, due to several dozen minor species, CFCs, HFCs, PFCs, HCFCs, etc.

[Jain et al., 2000; Naik et al., 2000], is included in the form of equivalent

amounts of CFC-11 and CFC-12. In addition, the new GISS GCM model now varies

the abundances of these gases with time over the period 1850-2050 based on a

compilation of recent measurements with inferences from tracer modeling

anchored by in-situ measurements and ice-core data [e.g., Hansen and Sato,

2001] to reflect more complete and updated knowledge.  This variation is

included in the 03-Model and causes a decrease of upwelling LW at TOA by 1.1 

W/m2 (i.e., more gas absorption) at the particular date used for the sensitivity

tests and negligible (< 0.2 W/m2) effects for other LW and SW  components.

8. Water Vapor

     The old GISS GCM and 95-Model treated the LW water vapor continuum

absorption based on the empirical formulas from Roberts [1976]. The new GISS

GCM and 03-Model use the temperature-dependent absorption coefficients from Ma

and Tipping [Ma and Tipping, 1991; Tipping and Ma, 1995], which are based on

theoretical calculations and perform better in comparison with laboratory

measurements. The sensitivity test shows that this change causes a decrease of

1.9 W/m2 for downwelling LW at surface (other LW flux changes are no greater than 0.2 W/m2) as shown in Table 3 in the paper. It also causes a decrease of 2.7 W/m2 for clear-sky downwelling LW at surface and an increase of 0.26 W/m2 for clear-sky upwelling LW at TOA. Figure 5 [AM, 2003JD004457-FIGURE05.EPS with

2003JD004457-README.txt] shows the zonal mean changes of the LW fluxes

produced by switching from the Roberts absorption coefficients to the Ma and

Tipping coefficients for clear-sky downwelling LW at surface and clear-sky 

upwelling LW atTOA, respectively. The largest changes are, of course, in the 

tropics where clear-sky downwelling LW at surface decreases by up to 6 W/m2.

9. Aerosols

      In the 95-Model, aerosols were specified in a rather primitive form: 11

species of background aerosols with different sizes and optical properties

(composition) were specified by fixed column optical thicknesses (with

adjustable exponential vertical distributions) for a global mean stratosphere

and for the continental, oceanic and desert troposphere. There was also an

additional haze that could be invoked. Since then, the observational data base

of global aerosol distributions, composition and size characteristics has been

rapidly evolving as more observations become available. These have been

supplemented by extensive tracer modeling based on measured source functions.

The 03-Model now uses a new GISS climatology of global (with a horizontal

spatial resolution of 5 x 4), monthly-mean, vertical aerosol profiles for

the stratosphere and troposphere (including a separate dust component),

comprised of 18 different aerosol size and composition combinations to account

for sulfates, sea salt, sulfuric acid, dust, black carbon, and organic carbon

aerosols [e.g., Koch et al., 1999; Koch, 2001; Tegen and Lacis, 1996; Tegen et

al., 2000] that varies from month-to-month over the period 1950-2000 [Hansen

et al., 2002]. Of the different aerosol species, stratospheric (volcanic)

aerosol variations are the most accurately characterized from the Stratospheric Aerosol and Gas Experiment (SAGE) II measurements and their optical depth and effective radius are zonally averaged with a monthly-mean time dependence [Sato et al., 1993; also see figures in Hansen et al., 2002]. Spectrally dependent Mie scattering radiative parameters, spanning the solar and thermal spectral regions, are calculated off-line for aerosol effective radii ranging from 0.01 micron to 10 micron (depending on type). The dependence of the tropospheric aerosol radiative parameters on relative humidity is also accounted for as a heterogeneous mixture of the dry aerosol and pure water aerosol by a parametric weighting of the two component effective sizes as a function of relative humidity (personal communication with A. A. Lacis), but the mean humidity effects (for time-averaged humidity as opposed to interacting with a varying humidity) for the hygroscopic aerosols (SO4, Sea Salt, Organic Carbon, Nitrate) are implicitly included in the data of Koch  et al. [1999]. The largest effect of the aerosol changes is a decrease of 5.0 W/m2 for downwelling SW at surface, while all the other SW and LW components are altered by less than 1 W/m2. Figure 6 [AM, 2003JD004457-FIGURE06.EPS with 2003JD004457-README.txt]compares the two models' zonal mean total-column aerosol optical thicknesses at 0.55 micron wavelength. The 03-Model has about twice the aerosol as the 95-Model in the global mean. Figure 7 [AM, 2003JD004457-FIGURE07.EPS with 2003JD004457-README.txt] shows the zonal mean difference (95-Model minus 03-Model) of the atmospheric net SW flux (i.e., atmospheric absorption) caused by this aerosol change for full and clear sky, respectively: the global average aerosol absorption increased by 3.0 and 2.5 W/m2, respectively. The new aerosol climatology generally reduces our SW flux biases compared with observations [Rossow and Zhang, 1995].
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2003JD004457-IO.txt

===================

1. Diurnal Adjustment for Surface Skin Temperature

     The diurnal adjustment scheme is applied to the land portion of each

280-km grid box at eight local hours (LT = 00h, 03h, ..21h), based on the

following parameters obtained from climatologies of near-surface air

temperature measurements: (1) Am = the monthly-mean amplitude of the Ta

diurnal cycle from a 5-yr-averaged (1985-1989) monthly-mean of the NCEP

reanalysis [Kalnay et al., 1996] corrected by regression against 5-yr-averaged

(1988-1992) amplitudes observed directly at surface weather stations [US Dept.

of Commerce, 1987] on an ISCCP equal-area map; (2) dlt =  the diurnal deviation

of Ta from its daily mean at each of eight local times, also derived from the

5-yr average surface station data; (3)DTm = the change of the daily mean Ta

due to changes of daily mean total cloud fraction, Cfd, for separate latitude

zones and each month of the year from the surface weather station data, and

(4) DAm = the change of the monthly-mean diurnal amplitude as a function of

the monthly mean cloud fraction, Cfm, for separate latitude zones and each

month of the year from the surface weather station data.

     Since Ts already has a diurnal variation appropriate for clear sky

conditions, the only diurnal adjustment needed is for cloudy conditions, if

the daily mean total cloud cover fraction, Cfd  > 0 (mathematically excluding

Cfd = 0 for clear-sky), the diurnal-adjusted surface skin temperature, 

T_s (at local time LT) is:

          T_s(LT) = TS(LT) + f*Cfd*DTm + f*Cfd*DAm*dlt(LT)                 (1)

where TS(LT) is the original unadjusted Ts at local time, LT (converting the

ISCCP retrievals at UTC based on the longitude), and 

                     f = Amo/[Am - DAm (Cfm)]                              (2)

and Amo is the original amplitude of the monthly-mean Ts diurnal cycle from

ISCCP-D1. The factor, f, scales the cloud effects on Ta to that on Ts based on

the ratio of monthly-mean diurnal amplitudes after removing the cloud effects.

2. Diurnal Adjustment for Near-surface air Temperature

     Because the TOVS temperature profiles are sampled only once per day for

clear or nearly-clear conditions, there is no diurnal variation of Ta present.

Using the same climatological parameters employed in the diurnal adjustment of

Ts, namely, Am, dlt, DTm, and DAm, the original input Ta at local hour LT' is

adjusted on the basis of the local-hour diurnal cycle and daily-mean Cfd

difference from the monthly mean Cfm:

Ta(LT)=[Ta(LT')-Am*dlt(LT')] + DTm*Cfd + Am*dlt(LT) + DAm*(Cfd-Cfm)*dlt(LT) (3)

where Ta(LT) is the diurnally-adjusted Ta at local time LT from the original

input TOVS Ta (LT'), which was actually observed at time LT'. The physical

meanings of the four terms on the right side of Eq. (3) are as follows (from

left to right). The first term eliminates the diurnal bias in the monthly mean

TOVS value because it is sampled at one particular time of day (LT'); i.e., it

is corrected to an unbiased monthly mean Ta. The second term is the adjustment

of the monthly mean Ta to account for the effects of the daily mean cloud

cover. The third term is a correction of the diurnal amplitude of Ta at time

of day, LT. The last term makes a small additional correction of Ta due to the

difference between the daily  and monthly mean cloud fractions, Cfd and Cfm ,

respectively. Although one might expect that we should use Cf (LT) instead of

Cfd to make the correction of the diurnal variation of Ta due to clouds, our

trials of this approach using direct observations at surface weather stations

showed that such an approach produces too much sensitivity to the cloud

variations and causes unreasonably large adjustments. In other words, the

radiative effects of clouds on the temperatures, especially Ta, are not

actually instantaneous. After Ta is adjusted, the whole lowest-layer mean

temperature of the original TOVS profile is accordingly changed. 

3. Program Errors in Previous ISCCP-TOVS

     As with ISCCP-FC fluxes, the input atmospheric temperature profiles for

the ISCCP-FD fluxes are from TOVS. However, a programming error was found in

the previous TOVS data processing used for ISCCP-FC. Although the error had

only minor effects on the ISCCP surface temperature retrievals (< 1 K) and

little effect on retrieved cloud properties, the error had a noticeable effect

on our flux calculations: it increased downwelling LW at surface by about 2 W/m2

in the global mean (other LW components change by < 0.1 W/m2) in the ISCCP-FC

data. The corrected TOVS temperature profiles are used for both the ISCCP-D1 

processing and the ISCCP-FD flux calculations. 

4. Temperature and Precipitable Water  Profiles   

     In the 95-Model, the precipitable water (PW) above the 310 mb level and

the temperature (T) profile above the 5 mb level were taken from the old GISS

GCM radiation model climatology [McClatchey et al., 1973], while the PW and T

profiles below these levels were input from the TOVS data. For the 03-Model,

we have merged the upper tropospheric and stratospheric temperature and

humidity profiles obtained from a 5-yr average of Stratospheric Aerosol and

Gas Experiment II (SAGE II) data [Rind and Liao, 1997; Liao and Rind, 1997]

for pressures < or = 200 mb and from the 10-year Oort [1983] climatology for

pressures > or = 300 mb into a global, monthly-mean data set (on our 280-km equal-area map). This merged climatology is then used to fill in the PW and T

profiles wherever TOVS data are missing. This profile-filling change causes a

decrease of 1.9 W/m2 for upwelling LW at TOA and an increase of 0.8 W/m2 for

downwelling LW at surface (all other fluxes change < 0.2 W/m2).

     The total column PW obtained from TOVS appears to be acceptable

generally, based on comparisons with the NASA Water Vapor Project (NVAP)

[Randel et al., 1996] and other sources of information [Escoffier et al.,

2001]. For example, the global mean difference (NVAP - TOVS) is only 0.2 mm

(but the standard deviation is 5 mm) for 15 July 1994. However, there is a

persistent underestimate of around 5-10 W/m2 in our calculated values of 

upwelling LW at TOA or so in the subtropics, where there is almost no cloud (at

upper levels), suggesting an overestimate of upper level humidity in the TOVS PW

profile. Based on the results of Chen and Rossow [2002], the 03-Model employs an

empirical correction to the original TOVS PW profile that moves some of the

water vapor in the middle troposphere (680 mb to 440 mb level) down to the

lower troposphere below the 680 mb level, preserving the original column

total. The amount moved is 50% of the original amount in this layer if the

total column PW is < and = 3 cm and linearly decreases to 0% as total column

approaches (or exceeds) 7 cm. This adjustment usually involves moving < 5 mm

of water vapor (e.g., 4.4 mm for the monthly mean for July 1986) and causes an

increase of 2.1 and 3.1 W/m2 for monthly-mean clear-sky upwelling LW at TOA 

and clear-sky downwelling Lw at surface, respectively, in July 1986, reducing

the bias of clear-sky upwelling LW at TOA with respect to ERBE results by about

2 W/m2 in the zonal, monthly mean. Such corrected TOVS PW profiles are used for

the clear sky flux calculations in the 03-Model since the TOVS retrievals are 

performed in clear to nearly-clear conditions.

5. Clouds and Their Types

     The global average number of cloud types present per cell is about five.

The cloud types are separated into low, middle and high clouds by Pc = 680 mb

and 440 mb; each of these categories is separated into thin, medium and thick

by TAU = 3.6 and 23.0. For convenience, each type is given a name corresponding

roughly to conventional cloud types [Hahn et al., 2001]: low-level thin to

thick types (liquid types 1 to 3, ice types 4 to 6) are called cumulus (cu),

stratocumulus (sc) and stratus (st), middle-level thin to thick types (liquid

types 7 to 9, ice types 10 to 12) are called altocumulus (ac), altostratus

(as) and nimbostratus (ns), and high-level thin to thick (ice types 13 to 15)

are called cirrus (ci), cirrostratus (cs) and deep convective (cb) clouds.

More detailed information about how each of these cloud types affects

radiative fluxes can be found in the work of Chen et al. [2000].

     The main input dataset, ISCCP-D1, typically has about 15% empty grid

boxes (the equal-area map has a total of 6596 cells). As explained by Zhang et

al. [1995], tests show that the flux errors associated with interpolating to

fill missing data are smaller if we interpolate the cloud and atmospheric

properties rather than the fluxes themselves. A similar procedure is used to

fill all the empty cells for the cloud properties (Cf, Tc, TAUc, LWP/ IWP, and

the surface properties Ts and Rs), but now it is extended to the 15-type cloud

properties (as well as the mean cloud properties), using a sliding 3-yr

climatology.

     Calculating the area-average fluxes from the Cf-weighted average of the

fluxes for the individual cloud types is more accurate than pre-averaging the

cloud properties themselves because the relationships between cloud properties

and fluxes are not linear [cf. Stubenrauch et al., 1999b]: this approach

better preserves the consistency between the SW and LW fluxes. In the global

mean, the change from pre-averaged cloud properties to averaging fluxes for

the individual cloud types decreases upwelling SW at TOA by 1.5 W/m2 and 

increases downwelling SW at surface by 1.2 W/m2, while increasing upwelling LW 

at TOA by 1.9 W/m2 and decreasing downwelling LW at surface by 1.1 W/m2 (other

changes are < and = 0.05 W/m2). Figure 8 [AM, 2003JD004457-FIGURE08.EPS with

2003JD004457-README.txt] shows the zonal mean differences between the new 15-

type- and the old area-mean-cloud fluxes for upwelling SW at TOA and downwelling

SW at surface, respectively; Figure 9 [AM, 2003JD004457-FIGURE09.EPS with 

2003JD004457-README.txt] shows the same but for upwelling LW at TOA and downwelling LW at surface, respectively. In these two figures, all clouds are still single layer clouds with no overlap and are still assumed to be horizontally homogeneous. The largest SW flux changes (> 4 W/m2 ) appear at high northern latitudes, where the insolation is largest in summertime, and for LW fluxes (7-10 W/m2) in the Intertropical Convergence Zone (ITCZ) and at high southern latitudes. Local differences may be even larger, exceeding 30 W/m2 for surface downweling SW and TOA upwelling LW, when extreme mixtures of cloud types occur [cf. discussion by Rossow et al., 2002]. Figures 10 [AM, 2003JD004457-FIGURE10.EPS with 2003JD004457-README.txt] and 11 [AM, 2003JD004457-FIGURE11.EPS with 2003JD004457-README.txt] are the counterparts of Figures 8 and 9, showing the differences after all the cloud changes are introduced. These changes account for small-scale horizontal inhomogeneity and cloud layer overlap

(described below). Note that, when all the changes are included, the SW flux

differences (of 15 types vs. mean cloud properties) are of opposite sign to those shown in Fig. 8 (also see the footnotes of Table 3 in the paper). Thus, accounting more carefully for the detailed cloud type and spatial structures variations within each map grid cell makes a noticeable difference to the area-averaged fluxes, especially when extremely different cloud types are mixed together; but these results also emphasize the importance of including all of these effects, rather than some subset of them.

6. Cloud Vertical Structure (CVS) Model

     The model relates the clouds in each of three levels in the atmosphere

to a specified CVS as a function of their TAUc as follows. All the original

ISCCP low cloud types remain 1-layer, low-level clouds (1L). The ISCCP middle

cloud types are either 1-layer (middle-level = 1M), 2-layer (high-level and

low-level = HL) or 2-layer (middle-level and low-level = ML). The ISCCP high

cloud types are either 1-layer (high-level = 1H), 2-layer (high-level and

middle-level = HM), 3-layer (high/middle/low-levels = HML) or 1-thick-layer

cloud from the top to a base near the surface.

     There are two special cases (HM and HL constructed from the original

high and middle clouds with certain TAUc values), where the additional cloud

layers are not simply added below the original ISCCP cloud layer. Based on the

comparison of statistics for layer cloud amounts between ISCCP and RAOBS and

other studies of the cloud top height assignment of ISCCP for multi-layered

clouds [cf. Liao et al., 1995; Jin and Rossow, 1997, Stubenrauch et al.,

1999a; Chen and Rossow, 2002], an optically thin cirrus layer overlying low-

level cloud is a relatively common situation [Warren et al., 1985], in which

ISCCP cloud analysis tends to mis-identify as a middle-level cloud. Therefore,

some middle-level clouds are divided into a high-level and low-level clouds,

where the Tc values of both layers are obtained from our filling procedure

[using near-by clouds in the same category (if available) or from the 3-yr

average ISCCP-D2 dataset] and the optical thickness of the upper level (and

LWP and IWP) is adjusted so that the observed infrared brightness temperature

is the same as originally observed in assigning two new values of Tc. A

similar procedure is followed for the HM case assuming that the high-level

cloud is also a transparent cirrus.

7. Cloud Inhomogeneity to Plane-parallel Model

     The effects of realistic 3D inhomogeneities in the cloud mass

distribution can be approximated in our plane-parallel model by re-scaling the

optical parameters of the homogeneous cloud (optical thickness, asymmetric

factor and single-scatter albedo). For example, Rossow et al. [2002] give the

following formula for re-scaling optical thickness (and formulae for re-

scaling the other parameters):

     TAU' = (1 - E)TAU                                                   (4)   

where TAU is optical thickness of a homogeneous cloud, TAU' is the effective

optical thickness accounting for the effects of the cloud's spatial

variability and E is a direct measure of the extent to which the variability

of the cloud particle density distribution reduces the effective optical

thickness, and hence the spherical albedo, of a cloudy scene relative to a

homogeneous plane-parallel cloud. The value E, appropriate for large-scale,

remotely sensed cloud fields can be calculated from the ISCCP-D1 dataset:

      E = 1 - [TAU_rm/TAU_lm]                                           (5)          

where TAU_rm is the radiatively-weighted area-average of the pixel-level optical

thicknesses, TAUc from the ISCCP-D1 data, and TAU_lm is proportional to the value of LWP or IWP, also reported in ISCCP-D1. Using Eqs. (5) and (4), the 03-Model performs the correction for the inhomogeneity of the clouds. When the original cloud is partitioned into more than one layer, the original value of E is used for all layers, i.e., assuming the inhomogeneity is vertically constant

(except for the special cases for HM and HL, for which LWP and IWP are also

adjusted accordingly to derive new E). Note that maintaining E vertically

constant implies that LWP and IWP are partitioned in the same way as TAUc, i.e.,

proportional to pressure thickness of cloud layers according to Eq. (5).

Figure 12 [AM, 2003JD004457-FIGURE12.EPS with 2003JD004457-README.txt]

shows the zonal mean changes for TOA upwelling and surface downwelling SW, and 

Fig. 13 [AM, 2003JD004457-FIGURE13.EPS with 2003JD004457-README.txt] for

TOA upwelling LW and surface downwelling LW, respectively. From the figures, it

can be seen that the largest cloud heterogeneity effects appear in ITCZ, where 

extreme mixtures of convective and cirrus clouds are common; for

TOA upwelling SW, surface downwelling SW and TOA upwelling LW, the changes are 

nearly 1 W/m2 while smaller changes occur for surface downwelling LW. Note, 

however, that we have actually already included most of the spatial inhomogeneity effect in the flux calculations by treating each cloud type separately; if we had used the area-mean cloud properties, the magnitude of the correction would be larger as shown by Rossow et al. [2002]. In other words, the heterogeneity effects are actually implemented by 15 types of clouds and additional rescaling of optical thickness for each type of clouds. 

8. ISCCP-FD Product Description

     The ISCCP-FD dataset provides global radiative flux profiles (PRF) at

temporal intervals of 3 hr (00h, 03h, .. 21h UTC, the same as the ISCCP-D1

data), horizontal intervals of about 280 km on an equal area map, and at five

pressure levels (SRF, 680 mb, 440 mb, 100 mb and TOA). Currently this product

covers the period from July 1983 to June 2001, but it will be extended as more

ISCCP data become available (through at least 2006). At each level, we report

the SW and LW, upwelling and downwelling, full-sky and clear-sky fluxes (so

overcast fluxes can also be derived using cloud amounts). In addition, the

dataset also contains various summaries of the physical quantities that are

used in the flux calculation as discussed in the previous sections. For users'

convenience, the dataset is actually divided into four subsets, called TOA

RadFlux, SRF RadFlux, RadFlux Profiles and RadFlux Inputs. The first two

datasets report the fluxes at only one level (TOA or surface) and include only

the key parameters affecting the fluxes at these levels. The third product is

the full PRF product, which includes the first two subsets. The last product

includes the detailed input datasets actually used for the calculations,

whereas the previous three products only provide summaries of these inputs.

The last product can be used for diagnostic studies as well as by anyone

wanting to calculate fluxes using their own radiative transfer model (e.g.,

the code in a GCM).

     There are two other special purpose data products, the ISCCP-FDX-P and

FDX-G series datasets. The first are regional flux data based on the pixel-

level ISCCP DX data with a 30-km nominal (horizontal) spatial resolution,

produced to support regional experiments, e.g., the Tropical Ocean Global

Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA-COARE) [Curry et

al., 1999], the Surface Heat Budget of the Arctic Ocean (SHEBA) and SeaFlux

[Curry et al., 2004]. The output parameters are customized somewhat

differently for the needs of each experiment. The ISCCP-FDX-G datasets are

similar to FDX-P except that the results are averaged to a 0.5 x 0.5

latitude-longitude grid, also for regional experiments, particularly for the

GEWEX Cloud System Study Data Integration for Model Evaluation (GCSS-DIME, see

http://gcss-dime.giss.nasa.gov).

     All of the above datasets are readily available and information about

them can be found at the ISCCP website 

(http://isccp.giss.nasa.gov/projects/flux.html), where global, monthly/annual-

mean climatological maps for relatively important parameters (e.g., all net

fluxes and their cloud effects) are also available.
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